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Abstract—This paper uses the example of the Montage image mosaic engine, an astronomical image processing toolkit, to illustrate the best practices in building software for a broad user community. The paper emphasizes recent take-up of the package by the astronomy and computer science communities. Adoption continues apace even though the engine is now over 6 years old.
Index Terms— Software sustainability, image processing, image mosaics, astronomy, user communities
I.  Best Practices for Adoption of Software by a User Commumity

This paper summarizes what are, in our experience, the best practices for growing a user community that will widen the adoption of scientific software through usage and through development of extended functionality. These best practices have been derived through delivery and support of the Montage image mosaic engine (http://montage.ipac.caltech.edu) an astronomy software package that combines astronomy images into larger scale mosaics, intended for visualization and further processing and analysis. 

These best practices are:

· Build software that meets specific scientific goals; don’t be a solution that looks for a problem.

· Make sure the software is modular and easy to build.
· Design for sustainability, extensibility, re-use and portability from the outset. Use modular or component-based designs. Avoid “flavor of the month” new technologies.
· Develop when possible in an open software, open data mode, where source code, a set of input data, and tests are freely available.
· Use rigorous software engineering practices to ensure well-organized and well-documented code, and control and manage interfaces.
· Listen to your user community, and if possible have a formal user-advisory group. Build a community that encourages users to contribute to sustainability; take advantage of Web 2.0 in this endeavor.
This paper emphasizes how attention to the first three items above has led to wide adoption of the Montage code in the astronomical and computer science communities.  We end by discussing the possible role of Web 2.0 in continuing to sustain the Montage code in future.

Montage was developed between 2002 and 2006, and has since been maintained at the Infrared Processing and Analysis Center (IPAC). 
II.  Science  driven software
Montage was built in response to a community need, articulated through user panel recommendations at the Infrared Processing and Analysis Center, Caltech, and through conversations with astronomers, to build mosaics of sets of input images to study regions larger than the fields-of-view of modern cameras, and to detect very faint sources by combining sets of images. These use cases implicitly assume the mosaics are science-grade and preserve the calibration and positional fidelity of the input images. The input images are invariably created from data obtained on a variety of instruments and telescopes whose pixels all sample the sky differently. Montage therefore aggregates astronomical images into mosaics having user-specified parameters of image projection, pixel size, coordinates, and image size.

Given that many astronomy missions and projects now process large volumes of imaging data, the astronomy community further identified a need for portable and scalable image processing tools that can be incorporated into processing environments and data processing pipelines.
III. Make software modular and easy to build 

Montage was designed as a toolkit that contains the components for creating mosaics and components for managing, manipulating and visualizing large files. The input and output files are in Flexible Image Transport System (FITS) format, the international standard for images in astronomy.  The design is described in detail [1].

Figure 1 shows how components operate as a scalable workflow application to produce a mosaic, as follows:

· Analyze the geometry of a set of images to identify those images that will be used in the mosaic.
· Reproject the input images on the sky to the required output projection. 
· Rectify the background radiation in the images to a common level by minimizing the differences in brightness levels between the images.
· Co-add the reprojected, rectified images to form the mosaic.

[image: image1]
Fig. 1.  The processing flow in the Montage mosaic engine, illustrated for a mosaic made of three images. 
      Reprojection computes which fraction of an input pixel’s energy should be redistributed to an output pixel by computing their areas of overlap on the sky. This is computed exactly with classical spherical trigonometry techniques, and guarantees that the mosaics are science grade, but at the expense of performance. A much faster plane-to-plane reprojection algorithm is provided for the case of small-scale images projected onto the tangent plane of the celestial sphere; these are the most common types of images in astronomy.
The toolkit is written in ANSI-compliant C for performance and portability. All the components, which offer powerful image processing capabilities in their own right, run from the command line, and the Application Programming Interface (API) is thoroughly documented. By design, Montage avoids dependencies on third-party processing environments; rather, it has been designed as “infrastructure” for easy incorporation into workflows and processing environments. It is available for download for non-commercial users, and runs on desktop, cluster or supercomputer environments running common Unix-based operating systems such as Linux, Solaris, Mac OS X and AIX. A web-based help desk is available to support users, and full documentation is available on-line, including the specification of the Application Programming Interface (API).
Montage is easy to build on desktops with a simple make command. All components and libraries, including utilities for managing mosaics and third-party libraries, are bundled in the distribution, along with a simple build test to determine that the software has built correctly.  The software is licensed through the California Institute of Technology and available free of charge
IV. Design for sustainability 
The combination of a component-based toolkit that can be run from the command line, that is portable, and that is easy to install has led to wide adoption by the astronomy and computer science communities. To date, there have been over 11,000 downloads of the Montage toolkit. 

The obvious use is in performing astronomical research, usually on desktop machines or local clusters. Recent examples are:

· Detection of diffuse radio emission in the galaxy clusters A800, A910, A1550, and CL1446+26 [3].

· Comparing near-infrared extinction and submillimeter data in the molecular cloud TMC-1 [4]

· Integral Field Spectroscopy studies of 14 early-type galaxies in the Coma cluster [5]

· The Dust Properties of Bubble HII Regions as seen by Herschel [6]

Yet Montage has found wide applicability in the fields of scientific research, product generation, development data-driven compute infrastructure, development of new processing tools and environments, and in E/PO.  The rest of this paper can be considered an update to an earlier discussion of the Montage user community [2]. 

A.  Adoption By A User Community

This section describes how the characteristics of the Montage toolkit have encouraged and enabled adoption by a broad community of users. 

Astronomers have developed custom scripts to build mosaics to particular specifications, and they are beginning to share them with the community through the Montage project web pages. These scripts are intended by the authors to be run on users’ desktops, but there is no reason why they could not be used to underpin web-based interfaces and data access portals. Dr. Inseok Song shared his bash script for computing three-color mosaics of Digitized Sky Survey (DSS2) images. Dr. Colin Aspin has contributed his scripts for computing three-color mosaics from the 2MASS, SDSS and DSS image data sets. These scripts often take advantage of modern program-friendly interfaces to access data needed for input to the mosaic engine. 

Dr. Thomas Robitaille developed a Python Application Programming Interface (API) to Montage, which supports calls to individual Montage modules and calls to functions that create mosaics. The API takes care of setting up the directories and cleaning up afterwards, so users only need to specify a directory containing the input files to mosaic and the output filename. This contributed software is in wide use in the astronomical community. Dr. Robitaille himself has used “python-Montage” to produce mosaics of infrared surveys of the Large and Small Magellanic Clouds made with Spitzer Space Telescope’s “Surveying the Agents of Galaxy Evolution” project. These mosaics are available as a public data product, and aggregate measurements in hundreds of thousands of individual data frames.  Dr. Jean-Baptiste Marquette uses it to create images at different time intervals of fields studied by EROS-2, a microlensing survey. Still others use it to perform bulk processing and manipulation of images.
Access to the Montage functionality has been incorporated into the Astronomical Plotting Library in Python (APLpy; pronounced “apple pie”) package available from http://aplpy.github.com/. The package allows users to create publication-quality plots of astronomical imaging data, and it has been downloaded 600 times in the past five months. Montage is integral to the functionality of the package, and offers features such as creating an RGB cube that can be used to create three-color images and to align images with true north. Figure 2 shows an example of an image created with APLpy.
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Fig. 2.  The M16 nebula. An example of an RGB cube created with Montage running under the APLpy package. Image courtesy of Dr. Tom Robitaille.

The toolkit design offers flexibility to end-users, who have incorporated modules into processing environments to create science products. The Arecibo Legacy Fast ALFA survey (ALFALFA) [8] has used Montage to create a large wide-field mosaic of neutral hydrogen emission at 21 cm. The archive of the Las Cumbres Observatory Global Telescope  (LCOGT) exploits Montage to create image cutouts of observed fields; these cutouts when created contain a complete set of attributes describing the content of the images.
At the requests of end-users, an on-demand mosaic service now offers computation of mosaics from images measured by the Wide-field Infrared Survey Explorer (WISE), in addition to mosaics from the Two Micron All Sky Survey (2MASS), the Digitized Sky Surveys (DSS) and the Sloan Digital Sky Survey (SDSS). At the request of end users, future plans for the service include extension of the service to return three-color mosaics, offer access to more image collections, and support interactivity of the image through the use of the AJAX technology.
B. An Exemplar Application for Compute Infrastructure

The Montage workflow in Figure 1 is naturally data parallel, apart from the computation of the sky background model, which requires as input the differences in background emission between all the images. The code distribution includes modules for installation of Montage on high performance platforms; it can therefore run as a parallel application through workflow management tools such as Pegasus [7] and through the Message Passing Interface (MPI). Because it is easy to use and because it represents an important astronomy application, Montage has appealed to the computer science community, who has used it at scale as an exemplar application on grid, cluster and cloud platforms in developing the algorithms and infrastructure of the next generation of data-aware computing and cyber-infrastructure. Such infrastructure will be an essential component of scientific processing in the area of “big data.”  Examples include (see [2] for a full list of references):
· Task scheduling in distributed environments (performance-focused)  
· Designing job schedulers for the grid 

· Designing fault tolerance techniques for job schedulers 

· Exploring issues of data provenance in scientific workflows 

· Exploring the cost and performance of scientific applications running on Clouds 

· Developing high-performance workflow restructuring techniques 

· Developing application performance frameworks 

· Developing workflow orchestration techniques 
One astronomical example we will call out here is an investigation into how to support the generation of a massive imaging product on distributed platforms. The example, an I/O-bound workflow, is the calculation of an infrared atlas of the Galactic Plane at 18 different wavelengths. This is a workflow of workflows, with each wavelength consisting of 900 Montage runs. The final product, intended for public distribution, is expected to be 80 TB in size. The Montage engine performs all the tasks needed to assemble a set of input images into a mosaic: processing the input images to the required spatial scale, coordinate system, and image projection; rectifying the background emission across the images to a common level; and co-adding the processed, rectified images to make the final output mosaic. The result will be a multi-wavelength image atlas of the galactic plane that appears to have been measured with a single instrument observing 18 wavelengths. When running these computations, the bottleneck is not the available cores, but file system quotas and I/O rates. Each Montage run in this case takes 30 hours, on average, but can vary significantly depending on available I/O, both from the archive containing the source images, and the file system tied to the computational resource. To make sure the computation is not exceeding disk quotas, the workflow is usually limited to only release a relatively small amount of work at any given time. In order to not overwhelm the archive site, a caching system with a rate limiter against the archive site is used.
C.  Montage and Education and Public Outreach (E/PO)

The LCOGT has developed an extensive E/PO program that allows citizen scientists, educators and students to use the network of telescopes to perform their own investigations. The program is using Montage to create three-color mosaics of images of regions of nebulosity, as illustrated in Figure 3. Broadly speaking, these investigations are intended to demonstrate how different colors can be used to study different chemical structures in star formation regions and supernova remnants.  Finally, Montage has been exploited by the citizen science project Galaxy Zoo, in which volunteers classify images of Galaxies in the Sloan Digital Sky Survey. These images, over 1 million in all, were computed on the Amazon EC2 cloud with Montage’s image cutout and rescaling modules.


[image: image3]
Fig. 3.  A mosaic of the M42 nebula in Orion, in which images taken in the Hα filter are overlaid with images taken in the oxygen (OIII) filter. The mosaic was composed as part of the LCOGT E/PO program. Image courtesy of Dr. Stuart Lowe.
D.  Sustainabilty and Web 2.0: Expanding the community

A recent survey [9] showed that scientists in general have not yet adopted the so-called Web 2.0 as a tool for collaboration and sustaining communities. To date, Montage has not made extensive use of Web 2.0 to sustain its user community, primarily because the development was completed before the ubiquity of interactive media. The potential of Web 2.0 became clear in a recent discussion thread on mosaics on astrobetter.org, a forum dedicated to information sharing among astronomers, which led to a reorganization of the Montage web site to make information on tutorials and scripts visible on the front page. Montage plans to release a public blog or forum for users to discuss issues and solutions; it will be more valuable in this regard than the user help desk, which is seen by the community as a place to report bugs.

A recent paper [10] described how Web 2.0 can encourage Montage users to collaborate and share and information. One approach would be collaborative building of wide-area atlases of image mosaics. Requests for images not yet in the atlas would trigger a call to Montage to generate the page. This idea was taken one step further [8] by identifying a use case where members of a consortium performing multi-wavelength investigations of, for example star formation regions or clusters of galaxies, can generate multi-wavelength atlases of the survey region as a basis for verifying newly discovered sources and analyzing their spectral energy distributions.
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